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METHOD FOR COLD START OF A 
MULTI-ARMED BANDIT IN A 
RECOMMENDER SYSTEM 

FIELD 

[0001] The present invention relates generally to the data 
mining. More speci?cally, the invention relates to the deter 
mination of recommendations of items to users via the use of 
a Multi-Armed Bandits and Social Networks. 

BACKGROUND 

[0002] Collaborative ?ltering methods are widely used by 
recommendation services to predict the items that users are 
likely to enjoy. These methods rely on the consumption his 
tory of users to determine the similarity between users (or 
items), with the premise that similar users consume similar 
items. Collaborative ?ltering approaches are highly effective 
when there is suf?cient data about user preferences. However, 
they face a fundamental problem when new users who have 
no consumption history join the recommendation service. A 
new user needs to enter a signi?cant amount of data before 
collaborative ?ltering methods start providing useful recom 
mendations. The speci?c problem of recommending items to 
new users is referred to as the “cold-start” recommendation 
problem. 
[0003] Collaborative ?ltering algorithms are the de-facto 
standard in recommender systems. These methods recom 
mend an item i to a user u if the item is liked by other users 
whose preferences are similar to that of u. Since they rely on 
the historical ratings or preferences provided by users, their 
performance is poor for cold-start users. The present inven 
tion addresses the cold start recommendation problem using 
a novel approach that does not involve collaborative ?ltering 
methods. 

SUMMARY 

[0004] This summary is provided to introduce a selection of 
concepts in a simpli?ed form that are further described below 
in the Detailed Description. The Summary is not intended to 
identify key features or essential features of the claimed sub 
ject matter, not is it intended to be used to limit the scope of 
the claimed subject matter. 

[0005] The present invention includes a method performed 
by a recommender system to recommend items to a new user. 
The method includes receiving a request to provide a new user 
with a recommendation for an item. Reward estimates are 
calculated using both user reward estimates for recommen 
dation items using a multi-armed bandit model of the user and 
neighbor reward estimates for recommendation items using a 
multi-armed bandit model of at least one user neighbor in a 
social network of the new user. From the mixture of reward 
estimates from the plurality of multi-armed bandits, a recom 
mendation item is selected. The selected recommendation 
item is sent to the new user and the new user provides feed 
back to the recommender system such that the new user’s 
multi-armed bandit is updated. The invention is useful in cold 
start situations with a new user’s multi-armed bandit model. 

[0006] Additional features and advantages of the invention 
will be made apparent from the following detailed description 
of illustrative embodiments which proceeds with reference to 
the accompanying ?gures. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

[0007] The foregoing summary of the invention, as well as 
the following detailed description of illustrative embodi 
ments, is better understood when read in conjunction with the 
accompanying drawings, which are included by way of 
example, and not by way of limitation with regard to the 
claimed invention. 
[0008] FIG. 1 illustrates an example con?dence interval of 
the MixNeigh strategy according to aspects of the invention; 
[0009] FIG. 2 illustrates a block diagram of an environment 
in which the present invention may be practiced; 
[0010] FIG. 3 depicts a method according to aspects of the 
invention; 
[0011] FIG. 4 depicts an example method using the Mix 
Pair strategy according to aspects of the invention; 
[0012] FIG. 5 depicts an example method using the Mix 
Neigh strategy according to aspects of the invention; 
[0013] FIG. 6a depicts an example of origins of the MixPair 
strategy; 
[0014] FIG. 6b depicts an example of origins of the Mix 
Neigh strategy; and 
[0015] FIG. 7 depicts an example block diagram of a rec 
ommender system. 

DETAILED DISCUSSION OF THE 
EMBODIMENTS 

[0016] In the following description of various illustrative 
embodiments, reference is made to the accompanying draw 
ings, which form a part thereof, and in which is shown, by 
way of illustration, various embodiments in the invention 
may be practiced. It is to be understood that other embodi 
ments may be utilized and structural and functional modi? 
cation may be made without departing from the scope of the 
present invention. 
[0017] Ideally, a recommender system would like to 
quickly learn the likes and dislikes of cold-start users (i.e., 
new users), while providing good initial recommendations 
with fewest mistakes. To minimize its mistakes, a recom 
mender system could recommend the item predicted as the 
“best” from its current knowledge of the user. However, this 
may not be optimal as the system has very limited knowledge 
of a new or cold-start user. On the other hand, the system may 
try to gather more information about the user’s preferences by 
recommending items that may not appear to be the “best”, and 
learning from the user’s response. This inherent tradeoff 
between exploration (trying out all items) and exploitation 
(selecting the best item so far) is aptly captured by the Multi 
Armed Bandit (MAB) model. 
[0018] In the MAB model, a decision maker repeatedly 
chooses among a ?nite set of K actions. At each step t, the 
action a chosen yields a reward X” drawn from a probability 
distribution intrinsic to a and unknown to the decision maker. 
The goal for the latter is to learn, as fast as possible, which are 
the actions yielding maximum reward in expectation. Mul 
tiple algorithms have been proposed within this framework. 
In particular, a family of policies based on Upper Con?dence 
Bounds (UCBs) has been shown to achieve optimal asymp 
totic performances in terms of the number of steps t. 
[0019] However, it is known that one can leverage side 
observations from the social network to provide even strong 
guarantees and faster learning rates. The present invention 
models the cold-start problem as one of learning MABs “ban 
dits” in a graph where each node is a bandit, and neighboring 
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bandits have “close” reward distributions. A novel strategy is 
proposed to improve the learning rate of “young” bandits 
(i.e., which have been played a small number of times) by 
leveraging the information from their neighbors in a network. 

[0020] Some social network services such as Last.fmTM and 
YouTubeTM allow users to explicitly declare their social con 
nections, while others including HutuTM, SpotifyTM, and 
DiggTM, are integrated with FacebookTM. FacebookTM inte 
gration provides users with the simplicity and convenience of 
logging in to many different services with a single Face 
bookTM account, and in return, the services get access to rich 
social data that users share on FacebookTM. 

[0021] In one embodiment of the invention, a recommender 
system can be used to recommend music to a user. Other 
recommendation items include but are not limited to items for 
rent or sale including movies, tangible products or digital 
products. In one example environment, users sign in to the 
recommender system to get item recommendations, such as a 
music item. In the examples which follow, a music recom 
mender system is discussed, but one of skill in the art will 
recognize that other recommender systems are applicable, 
such as movie, tangible item, and digital items recommender 
systems. 
[0022] In an overview of the present invention, when new 
users sign in to a recommender system for the ?rst time, their 
social graph information is gathered. This may be from their 
account on social networking sites such as FacebookTM, their 
email address books, or an interface where users can explic 
itly friend other users of the recommender system. Once a 
user is signed in, the recommender system picks an artist and 
samples a song by that artist to recommend to the user. The 
user may choose to skip the song if she does not enjoy it and 
move to the next song. From such repetitive feedback, the 
system wants to learn as fast as possible a set of artists that the 
user likes, giving her an incentive to continue to use the 
service. The present invention includes mixing strategies over 
multiple bandits embedded in the social networks of new 
users. 

[0023] Initially, the mathematical framework for the setting 
of multi-armed bandit use in a recommender system, such as 
a music recommender system, utiliZing social network data is 
established as follows. Consider a social graph G:(V,E) and 
reserve letters u and v to denote vertices of this graph, i.e., 
users of a music recommender system. The set of neighbors of 
a vertex u is N(u)::{v eV|(u,v) 6E}. The scenario includes a 
user u that just joined the music recommender service, indi 
cating neighbors v eN(u) that are already known to the rec 
ommender system. The recommender system has already 
collected information on the new user’s social network 
friends (neighbors) through their listening history. As an 
aspect of the present invention, this social network neighbor 
listening history is leveraged to improve the performances of 
a multi-armed bandit Bu associated with user u. Modeling of 
user preferences through their implicit feedback (play counts) 
and the use of de?ne the bandits {Bu} is described herein 
below. 

[0024] A K-armed bandit problem is de?ned by K distribu 
tions Pl, . . . , PK, one for each “arm” of the bandit, with 
respective means p1, . . . , p K. When the decision maker pulls 

(plays) arm a at time t, she receives a reward XafPa. All 
rewards {Xap a 61, K, tzl} are assumed to be independent. 
Assume that all {Pa} have support in [0,1]. The mean estimate 
for E[Xa,_] after m steps is 
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[0025] The standard measure of a bandit’s performances is 
its expected (cumulative) regret after T steps, de?ned as 

Mu 

where a+:arg max {pa} and l(t) is the index of the arm played 
at time t. Another (equivalent) measure is the average per- step 
reward, up to the current step n: 

[0026] A reward pro?le of a strategy is de?ned as a function 
tl—) r(t) mapping any time step t 61, T to the average per-step 
reward up to time t of a given run, as de?ned in Equation (1). 
For a run of bandit B”, the number of times arm a has been 

pulled (played) up to time t is denoted by nu,a(t) and the 
corresponding reward estimate is denoted by XM (t). Denoted 
by nu and X” are the sample-size and estimate vectors (in 
dexed by arms), respectively. 

[0027] The k-hop ego-centric (social) network of user u is 
de?ned as the sub-graph of G comprising u and all vertices 
that are less than k hops away from u. Each user u has listened 

to a given set of artists A”, and for aeAu, denoted by pcu[a] 
(play counts) are the number of times u has listened to any 
song from a. Thus, the probability that a song sampled uni 
formly from u’s listening history comes from a is 

aeAu 

[0028] Within the mathematical framework, each user u is 
associated with a multi-armed bandit Bu whose arms corre 
spond to artists aeAu. During consecutive steps t, the bandit 
strategy picks an artist aeAu and suggests them to u; the 
reward is 1 if u accepts the recommendation and 0 otherwise. 
This reward is modeled as a random variable following a 
Bernoulli distribution B(pu,a), where pMIIP [ulikesasong 
froma] will be modeled from the data. 

[0029] It has been established that user play counts distri 
butions tend to follow a power law. Therefore, using rum as 
ground-truth pM would result in putting all the weight on a 
single artist and give similar losses to the others, a learning 
problem where one would only discover the top artist. In 
addition, a fast learning of a set of top-artist is of interest. An 
effective solution is to transform at” using a logistic function 
and de?ne p” as: 
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1 (2) 

where y” and v” are scalars de?ned with respect to the com 
plete distribution at”. The inventors experimentally found the 
values vu::median(rcu) and yu::5/vu to discriminate well 
between the most and least liked artists in the crawled artist 
sets. 

[0030] The present novel solutions follow two steps: (1) 
compute a set S” of artists that u may like, then (2) learn online 
the top artists of u in S”. If focused on the ?rst recommenda 
tions made to u, it is desirable to keep ISMI reasonably small: 
otherwise, by the time the learning algorithm has tried every 
action once, one wouldn’t be in a cold start situation any 
more. SM is de?ned as 

veN(u) 

i.e., artists that all the new users’ neighbors have heard of. 
This follows the homophily property that users are more 
likely to listen and like artists that they friends listen to. 
Taking a strict intersection is a conservative option; a more 
general approach would be to consider artists that at least k 
neighbors have heard of, i.e., SM::U{VI, _ _ _ WK} CN(u)?i:lkAvl. 
Notation for the model is given in Table l. 

TABLE 1 

Notations 

N (u) neighborhood ofuser u 
A“ set of artists user u has listened to 
S“ set ofartists to suggest to user u 
pcu[a] # times user u listened to artist a 
puy a 1P [userulikesasongfromartista] 

Y = (Xa) estimate vector (intrinsic) 
Y = (Ya) estimate vector (from neighbors) 
n = (nu) sample—size vectors 
r reward pro?le of a strategy 
b, c con?dence radii 

To summarize, a multi-armed bandit B” is associated with 
cold-start user u. The arm set of B” is SMCAM, and the 
expected reward of arm aeSu is pm is as de?ned by Equation 
(2). Similarly, each neighbor veN(u) has a bandit Bv. Assume 
that these neighbors are already subscribers of the recom 
mender system and their respective bandits Bv have been 
trained when new user u joins the service. One goal of the 
strategies is to learn Bu’s optimal arms as fast as possible. 

[0031] Three strategies are described herein below. The 
?rst, known as UCBl is known to those of skill in the art. The 
next two strategies, Mix Pair and Mix Neigh are novel aspects 
of the invention. The ?rst strategy is the well-known UCBl 
policy which is used as a baseline. The two novel strategies 
combine information from both the current bandit B” and 
neighboring bandits {Bv}veN(u). 
[0032] One of the most prominent algorithms in the sto 
chastic bandit literature, UCBl achieves a logarithmic 
expected regret: 
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Klogt 

for some constant K. This is optimal in terms of the number of 
steps t, i.e., the asymptotic regret of any multi-armed bandit 
strategy is Q(log t). UCBl chooses which arm a to play at 
time t based on an Upper Con?dence Bound (UCB), which is 
the sum of two terms: the empirical average Ya on its past 
rewards, and a bias term b4t):a/2l@nj, which is a con? 
dence bound on the exactness of Ya. The arm chosen is the 
one maximizing the sum of these two terms. lntuitively, an 
arm is thus played because it has either high historical 
rewards or its outcome is uncertain. This strategy is summa 
rized in the Algorithm 1 below. 

Algorithm 1: UCBl 

1. x, n <— 0,0 
2. for t 2 1 do 

3. a<—aESuargmax{Ya+\/Zlog(t)ma} 
4. pull arm a, getting reward Xaw, 
5. na <— na + l 

6. Ya <— l/naXayt + (l — l/na)Yi 

[0033] In one aspect of the invention, the MixPair strategy 
considers single edges (u,v)eE of the social graph, where user 
u is a cold-start user and the system has already collected a 
listening history for v. Following the intuition that u and v 
have similar tastes, the novel MixPair strategy computes 
upper con?dence bounds based on all samples seen so far, 
both from B” and Bv. 
[0034] Formally, denoted by X(t) and n(t) (resp. Y and m) 
the estimate and sample-size vectors of BM (resp. Bv) after B” 
has been played t times. Assume that neighboring bandits are 
not being played while B” is trained, hence X(t) and n(t) are 
parametrized by t while Y and m are step -independent. For an 
arm aeSu, Z, (V) is de?ned as: 

[0035] MixPair is an Upper Con?dence Bound strategy, 
using 7(v) and b(v,') as its exploitation and bias term, respec 
tively. As emphasized by its name, it is designed for a pair of 
neighbors (u,v)eE, while |N(u)| is often more than 1. To 
aggregate data from the whole neighborhood, the neighbor v 
is then re-sampled from N(u) at the beginning of each step t. 
Algorithm 2 summarizes the complete strategy. 

7.1. 
a 

na(l) + m, 

Algorithm 2: MixPair 

Y, n <— 0, 0 
for t 2 1 do 

pickv E N (u) 
a <— a E S“ arg max {2, (v) + ba (v, t)} 

pull arm a, getting reward Xaw, 
na <— na + l 
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[0036] Note that t here only accounts for the number of 
times bandit B” has been played, which biases MixPair 
towards exploitation on arms a for which ma is large (which 
should also correspond to high-reward arms in Bv if its regret 
is small). There are multiple sampling processes that can be 
used at line 3 of Algorithm 2. Considered are two solutions: 
Uniform sampling, based on the assumption that all neigh 
bors are evenly homophilous to useru, and “Bandit” sampling 
where a multi-armed bandit is de?ned calculating on neigh 
bors veN(u), and learning the most similar ones online. In the 
“Bandit” sampling, a separate multi-armed bandit is run over 
all of the neighbors to pick the neighbor which is the closest 
to the new user. 

[0037] The novel MixPair strategy combines bandit esti 
mates, and then aggregates them on the neighborhood 
through sampling. The next novel strategy termed MixNeigh, 
works the other way round: reward estimates are ?rst aggre 
gated from all neighbors, and then the better of the aggregate 
and the user’s empirical estimate is chosen using a heuristic 
based on con?dence radii, as explained below. 

[0038] Formally, consider a user u and an artist aeSu. Let 
Xa::{Xv,a; veN(u)} denote the set of empirical estimates for 
arm a in all neighboring bandits, with its average 
Ya::avg(Xa) and standard deviation ca::o(Xa). Algorithm 3 
describes the MixNeigh strategy. At each step t, it decides 
between estimates KM and Ya of the reward for arm a based 
on a con?dence criterion. 

Algorithm 3: MixNeigh 

Require: neighbor estimates Ya, ca for all a E S“ 
l . Y, n <— 0, 0 

2. t 2 ldo 

3. for a E S“ do 

4. 
2 logt 

a 

n0 

5. i i W b _ c 

i Ya ilea—Ya|< a a 
Z, <— 

Ya otherwise 

6. a <— a E S“ arg max {2,} 
7. pull arm a, getting reward Xaw, 
8. na <— na + l 

9. K, <— l/naXa7,+ (l — l/na)Yi 

[0039] This criterion can be interpreted as follows: at step t, 
ba is such that pa lies with high probability in the interval [ 
Ya—ba/ 2; Xa+ba/ 2]; similarly, interpret ca as con?dence 
radius on Ya. When [Ya—ca/2; Yang/2] C [Xa+ba/2; 
Ya+ba/ 2], MixNeigh chooses it as the estimate for pM, a case 
illustrated in FIG. 1. A reward line segment is shown plotting 
Ya and Ya. In the instance of FIG. 1, the con?dence interval ca 
for Ya is smaller than the con?dence interval ba for Ya, so, 
according to Algorithm 3, Ya is chosen. Otherwise, Ya is 
deemed as the best option. The intuition behind this heuristic 
is to use Ya when it is both a more precise estimate than Ya 
and an admissible value for pM. 

[0040] According to the inventor’s evaluations, the Mix 
Neigh strategy interpolated nicely between using the neigh 
borhood estimate Ya as a prior, and exploiting the empirical 
estimate Ya when its precision had become good enough. 
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[0041] FIG. 2 depicts one example environment of the 
invention where a recommender system 210 contains mul 
tiple multi-armed bandits (MABs). There is a MAB for the 
new user 212 and MABs for a plurality of N established users 
labeled as items 214 through 216. In the current context a 
user, such as user N 258 represent the user equipment of a 
person that uses the recommender system 210. The recom 
mender system 210 may be part of a service provider; such as 
a provider of digital content such as movies, music or digital 
books. One of skill in the art will recognize that any type of 
digital content may be available in the recommender system 
210. In another embodiment, recommender system 210 can 
be a server or a stand alone system which functions as a 

recommender system for one or multiple content providers. 
Recommender system 210 also contains a local display or 
renderer to allow a system manager to view results and sta 
tistics of any type for MAB of any user of the recommender 
system. A network interface 217 enabled with transceivers 
(transmitters and receivers) to facilitate access to network 
220. 

[0042] Network 220 can be any sort of public or private 
network such as a private or public LAN, WAN, WLAN, or 
the like. Users of the recommender system are also connected 
to the network 220. For example, established one established 
user 250 may be typical of user N 258 where those established 
users utilize the recommender system 210 and have resident 
there corresponding MAB 214 to 216 respectively. Those 
multi-armed bandits 214-216 are assumed to have a history of 
providing recommendations to their respective users. Also, 
Users 250-258 are considered to be within a social network 
graph of the new user 230. 

[0043] New user 230 is considered a user having little or no 
history of using the recommender system 210. However, as 
stated above, established users 250-258 are considered the 
friends or neighbors of new user 230. The device of new user 
230 contains a display 240 useful for generating requests for 
a recommendation item, viewing or playing back the recom 
mended item, and providing feedback concerning the recom 
mended item. Such traf?c ?ows from the new user device 230 
via network interface 232 to and from the recommender sys 
tem 210 via the network 220. The recommender system 
embodiment shown in FIG. 2 allows a new user to utilize the 
well-established MAB recommenders 214-216 of her social 
network neighbors to obtain useful cold start recommenda 
tions before the MAB of the new user 212 is fully trained. 

[0044] FIG. 3 depicts a sample method 300 for an embodi 
ment such as that shown in FIG. 2. The method 300 functions 
to provide a new user of a recommender system that does not 
have much history with her dedicated multi-armed bandit of 
the recommender system to receive useful cold start recom 
mendations based on the recommendations of her social net 
work neighbors that also use the recommender system 210. 
The method 300 is typically performed by the recommender 
system, such as that shown in FIG. 2. 

[0045] The method 300 begins at step 301. At step 305 a 
request is received to provide a recommendation item to a 
new user. As discussed before, the recommendation item can 
be any type of content such as a movie, music, book, or article 
for sale that the user may have interest in renting, viewing, or 
purchasing. In one embodiment, the request is generated by 
the new user device 230 where the new user is attempting to 
use the recommender system 210 for perhaps the ?rst time or 
?rst few times. In another embodiment, the request received is 
generated by the recommender system 21 0 itself for targeting 



US 2015/0012345 A1 

content that is sent to the new user. In either event, the request 
is received by the recommender system 210. 

[0046] At step 310, the recommender system calculates 
reward estimates for recommendation items available for the 
new user to consider. According to aspects of the invention, 
the reward estimates are for recommendation items based on 
the new users reward estimates as well as reward estimates for 
recommendation items based on the social network neighbors 
of the new user. Also at step 310, a selection is made of the 
recommendation item having the highest reward estimate 
considering the mixture of both the empirical new user reward 
estimates and the neighbor reward estimates. Step 310 repre 
sents the calculation and selection steps of the example Mix 
Pair algorithm 2 and the example MixNeigh algorithm 3. In 
either case, a plurality of multi-armed bandits is used; one for 
the new user and multi-armed bandits of the social network 
neighbors of the new user. 

[0047] After selection of a recommendation item from one 
of the novel mixture algorithms presented above, the method 
300 move to step 315 where the recommendation item is sent 
to the new user. This can be accomplished by having the 
recommender system 210 send the user 230 the selected 
recommendation item across the network 220 via network 
interface 217 and 232. At step 320 the new user reviews the 
received selected recommendation item and transmits feed 
back to the recommendation system 210. The recommenda 
tion system 210 receives the feedback. The feedback can take 
many forms, such as acceptance or rejection of the recom 
mended item. Rejection of the recommended item can be 
implicit by the placement of a new request sent by the new 
user. Alternately, rejection of the recommended item can be 
an explicit rejection. Acceptance of the recommended item 
can be represented by the viewing, playing, purchase, or 
rental of the recommended item as well as a simple indication 
of acceptance. In another embodiment, the new user can rate 
the recommended item and the rating can be translated into an 
acceptance or rejection. 

[0048] At step 330, an update to the user’s empirical esti 
mate (Xa) is updated as a result of the feedback received from 
the new user. This is represented as line 7 of algorithm 2 or 
line 9 of algorithm 3. The feedback, provided by the new user 
over time, will eventually enhance the multi-armed bandit 
model of the new user such that the bandit will begin to 
generate high reward recommendations to the new user. 
Essentially, continued feedback moves the new user out of the 
cold start regime. At step 340, the process 300 waits for the 
next new request to be received by the recommender system. 
When a request is received by the recommender system, the 
process is repeated at step 305. 

[0049] FIG. 4 depicts a method 400 of an example MixPair 
strategy according to aspects of the invention. Either the novel 
MixPair strategy or the novel MixNeigh strategy may be used 
at step 310 of FIG. 3. The MixPair strategy method 400 begins 
at step 401 to select a neighbor at step 405. The neighbor 
selected at step 405 is a neighbor selected from the social 
network of the new user. Example neighbors each have estab 
lished multi-armed bandit models such as those shown in 
FIG. 2 items 214-216. The selection of a social network 
neighbor can be performed by either selecting a social net 
work neighbor randomly or by selecting a neighbor using a 
separate multi-armed bandit. In the selection option using the 
separate multi-armed bandit, the separate bandit evaluates the 
neighbors of the new user and determines which one may 
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have the closest pro?le to that of the new user. Once selected, 
the method 400 moves to step 410. 

[0050] At step 410, a vector Z is computed that contains a 
mixture of a reward estimate of the new user and a reward 
estimate of the selected neighbor. This novel mixture of 
reward estimates is used in step 415 to select the best arm of 
the multi-armed bandit used for the new user. The best arm is 
selected such that the reward is that that maximizes the reward 
of the mixture Z. The selected arm corresponds to a speci?c 
recommendation item. At step 420 the selected arm of the 
multi-armed bandit is played. At this point the MixPair 
method 400 returns to the method 300 of FIG. 3 where the 
selected recommended item is sent to the user at step 315. 

[0051] As an alternative to the MixPair strategy, the Mix 
Neigh strategy can be used in step 310 of FIG. 3. Both the 
MixPair and MixNeigh strategies use a plurality of multi 
arrned bandits from both the new user and the social network 
neighbors of the new user to determine a recommendation 
item. FIG. 5 depicts a method 500 of an example MixNeigh 
strategy according to aspects of the invention. The MixNeigh 
strategy method 500 begins at step 501 to calculate an empiri 
cal estimate X using the new user multi-armed bandit model 
at step 505. An example new user multi-armed bandit is 
depicted in the recommender system 210 at item 212. At step 
510 the method 500 aggregates rewards estimates Y from the 
social network neighbors of the new user. This represents a 
mixing of a plurality of multi-armed bandits of the social 
network of the new user. Each of the plurality of social net 
work neighbors have established multi-armed bandit models 
such as those shown in FIG. 2 items 214-216. 

[0052] At step 515, con?dence radius of the empirical 
reward estimate of the user multi-armed bandit is calculated. 
Con?dence radius of the aggregated neighbor reward esti 
mate is also calculated. At step 520, the two estimates are 
compared. If the mixed neighbor reward estimate has a 
smaller con?dence radius than the empirical estimate of the 
user, then step 520 moves to step 530. At step 530, the aggre 
gated neighbor estimateY is used. This results in a selection 
of the aggregated or mixed multi-armed bandit estimate being 
played as the best recommendation for the new user. If at step 
520, the con?dence radius of the mixed neighbor reward 
estimate does not have a smaller con?dence radius than the 
empirical estimate of the user, then the empirical estimate of 
the new user is the better estimate and the method moves from 
step 520 to step 532. At step 532, the empirical estimate X is 
used to play a recommendation item for the new user. Essen 
tially, the reward estimate outcome with the smallest con? 
dence interval is used to play the arm. At the output of either 
step 530 or step 532, the method 500 moves back to step 315 
of FIG. 3, where the selected recommendation item is trans 
mitted to the new user for her consideration. 

[0053] FIGS. 6a and 6b are depictions of the origin of 
recommendation items that are sent to the new user over time. 

FIG. 6a depicts example outcome recommendation items 
sent to the new user as a result of using the MixPair strategy. 
Since the MixPair strategy uses a mixture of a reward estimate 
of a close social network neighbor along with the user empiri 
cal reward estimate, then the cold start recommendations are 
all a mixture of a neighbor and the user (MIX N+U) reward 
estimates from their respective multi-armed bandits. Later, 
when the cold start recommendations are not needed because 
the user’s multi-armed bandit has been well trained, the rec 
ommendation origins are from the user’s reward estimates 
(U) from the user’s multi-armed bandit. 
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[0054] FIG. 6b depicts example outcome recommendation 
items sent to the new user as a result of using the MixNeigh 
strategy. Since the MixNeigh strategy uses a mixture of a 
reward estimates of social network neighbors or the user 
empirical reward estimate, then the cold start recommenda 
tions are either a mixture of a neighbors rewards (MIX Ns) 
from the neighbors multi-armed bandits or from the user’s 
empirical reward estimate (U) from the user’s multi-armed 
bandit. In the cold start epoch, the mixture of neighbors’ 
reward estimates dominates the origin with just a few user 
reward estimate origins appearing. Later, when the cold start 
recommendations are not needed because the user’s multi 
arrned bandit has been well trained, the recommendation 
origins are predominately from the user’s reward estimates 
(U) from the user’s multi-armed bandit. 
[0055] FIG. 7 is an example block diagram 700 of the 
recommender system 210 of FIG. 2. The block diagram con 
?guration includes a bus-oriented 715 con?guration intercon 
necting a processor 720, memory 730, and various multi 
arrned bandit reward estimators. The multiple multi-armed 
bandit reward estimators may be con?gured as hardware, 
?rmware or software, or a combination of hardware and ?rm 
ware or software. In one embodiment, the multi-armed bandit 
estimators may all be located in the processor or as software 
instruction in memory accessible by the processor. 
[0056] The con?guration of FIG. 7 also includes a network 
interface 710 which allows access to a private or public net 
work, such as a corporate network or the Internet, either via 
wired or wireless interface. Tra?ic via network interface 710 
includes but is not limited to requests for recommendation 
items, selected recommendation items, feedback from users, 
and the like to accommodate the aspects of the invention. Also 
included is a local input/ output interface 760 for local display 
of any data item crossing the network interface 710 or of any 
operation or status of any the multi-armed bandit models 
contained within the recommender system. 
[0057] Processor 720 provides computation functions for 
the recommender system depicted in FIG. 2, item 210. The 
processor 720 can be any form of CPU or controller that 
utilizes communications between elements of the recom 
mender system to control communication and computation 
processes for the system. Those of skill in the art recognize 
that bus 715 provides a communication path between the 
various elements of embodiment 300 and that other point-to 
point interconnection options instead of a bus architecture are 
also feasible. 

[0058] Memory 330 can act as a repository for memory 
related to any of the methods that incorporate the functional 
ity of the recommender system. Memory 330 can provide the 
repository for storage of information such as program 
memory, downloads, uploads, or scratchpad calculations. 
Those of skill in the art will recognize that memory 330 may 
be incorporated all or in part of processor 320. Processor 320 
utilizes program memory instructions to execute a method, 
such as method 300 of FIG. 3, to process rewards of a plurality 
of multi-armed bandit models and to produce outputs repre 
senting recommendation items and process monitoring. Net 
work interface 31 0 has both receiver and transmitter elements 
for network communication as known to those of skill in the 
art. 

[0059] New User multi-armed bandit rewards estimator 
740 serves as an estimate calculator for the empirical esti 
mates of the user’s multi-armed bandit. Likewise, the multi 
arrned bandit reward estimators of Users 1 through users N, 
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represented by items 750-758 are used as estimation engines 
for established users. As noted above, any of the multi-armed 
bandit reward estimators can be a hardware implementation 
or a combination of hardware and software/ ?rmware. Alter 
nately, multi-armed bandit reward estimators may be imple 
mented as a co-processors responding to processor 720. In an 
alternative con?guration, processor 720 and the multi-armed 
bandit reward estimators 740 and 750-758 may be integrated 
into a single processor. 
[0060] Although speci?c architectures are shown for the 
implementation of an analysis engine such as that of example 
embodiments of FIGS. 4a and 4b, one of skill in the art will 
recognize that implementation options exist such as distrib 
uted functionality of components, consolidation of compo 
nents, and location in a server as a service to recommender 
systems. Such options are equivalent to the functionality and 
structure of the depicted and described arrangements. 

1. A method performed by a recommender system to rec 
ommend items to a user, the method comprising: 

receiving a request to provide a user with a recommenda 
tion for an item; 

calculating reward estimates and selecting a recommenda 
tion item for the user, the calculation dependent upon 
both user reward estimates for recommendation items 
using a multi-armed bandit model of the user and neigh 
bor reward estimates for recommendation items using a 
multi-armed bandit model of at least one user neighbor 
in a social network of the user; 

sending the selected recommendation item to the user; and 
receiving feedback from the user concerning the selected 

recommendation. 
2. The method of claim 1, further comprising updating an 

empirical estimate of a user reward. 

3. The method of claim 1, wherein receiving a request 
comprises receiving the request from the user. 

4. The method of claim 1, wherein calculating rewards and 
selecting a recommendation item for the user comprises the 
steps of: 

selecting a social network neighbor of the user from the 
social network; 

computing a mixed reward vector of estimated user 
rewards and the selected neighbor rewards; 

selecting an arm of a multi-armed bandit that maximizes a 
reward of the mixed reward vector; and 

playing the selected arm. 
5. The method of claim 4, wherein selecting a social net 

work neighbor comprises selecting a neighbor at random, or 
selecting a neighbor that maximizes a reward in a multi 
arrned bandit that considers rewards from a plurality of social 
network neighbors of the user. 

6. The method of claim 4, wherein playing the selected arm 
comprises sending a recommendation item to the user that 
corresponds to the selected arm. 

7. The method of claim 1, wherein calculating rewards and 
selecting a recommendation item for the user comprises the 
steps of: 

calculating an empirical estimate for a recommendation 
item using the user preferences in a multi-armed bandit 
model of the user; 

calculating an aggregate of neighbor estimates of a recom 
mendation item using a plurality of neighbor prefer 
ences of a multi-armed bandit model of a plurality of 
neighbors; 
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computing con?dence radii of the empirical estimate and 
the aggregate of neighbor estimates; 

determining a smallest computed con?dence radius; and 
playing an arm corresponding to a recommendation item 

having the smallest con?dence radius. 
8. The method of claim 7, wherein playing an arm corre 

sponding to a recommendation item comprises sending a 
recommendation item to the user. 

9. The method of claim 1, wherein receiving feedback from 
the user concerning the selected recommendation comprises 
receiving an indication that the user sampled the selected 
recommendation item. 

10. An apparatus to recommend items to a user, the appa 
ratus comprising: 

a network interface that acts to receive a request to provide 
a user with a recommendation for an item; 

a processor having access to a plurality of multi-armed 
bandit estimators that act to calculate rewards dependent 
upon both user preferences in a multi-armed bandit 
model of the user and neighbor preferences of a multi 
arrned bandit model of at least one user neighbor in a 
social network of the user, the processor selecting an arm 
of one of the multiple multi-armed bandits to determine 
a selected recommendation item to the user; 

wherein the selected recommendation item is transmitted 
to the user over the network interface, and the apparatus 
receives feedback from the user via the network inter 
face. 

11. The apparatus of claim 10, wherein the multi-armed 
bandit model of the user and the multi-armed bandit model of 
at least one user neighbor are located in the apparatus. 
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12. The apparatus of claim 10, wherein the apparatus com 
prises a recommender system of a content provider. 

13. The apparatus of claim 12, wherein the network inter 
face provides access to a network interconnecting the user 
and at least one social neighbor of the user. 

14. The apparatus of claim 10, wherein the processor 
executes instructions which causes the apparatus to perform 
the acts of: 

selecting a social network neighbor of the user from the 
social network; 

computing a mixed reward vector of estimated user 
rewards and the selected neighbor rewards; 

selecting an arm of the multi-armed bandit of the user that 
maximizes a reward of the mixed reward vector; and 

playing the selected arm. 
15. The apparatus of claim 10, wherein the processor 

executes instructions which causes the apparatus to perform 
the acts of: 

calculating an empirical estimate for a recommendation 
item using the user preferences in the multi-armed ban 
dit model of the user; 

calculating an aggregate of neighbor estimates of a recom 
mendation item using a plurality of neighbor prefer 
ences of the multi-armed bandit model of a plurality of 
neighbors; 

computing con?dence radii of the empirical estimate and 
the aggregate of neighbor estimates; 

determining a smallest computed con?dence radius; and 
playing an arm corresponding to a recommendation item 

having the smallest con?dence radius. 

* * * * * 


